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OOpen source software has become ubiquitous 
and can be found in almost every codebase,1 
proprietary and open source alike, but sus-
taining open source projects and communi-

ties over the long term can be a challenge. Project leaders, 
maintainers, and contributors don’t always have the time 
or experience to focus on sustainability. Using metrics is 
one way to help open source projects more quickly identify 

potential issues and areas where 
they can improve to make their proj-
ects more sustainable over the long 
term. Within the open source CHA-
OSSa project, metrics definitions 
and software exist to help people 
collect metrics for their open source 
projects, which has been described 
in more detail in previous articles.  
Goggins et  al.2 described how 
CHAOSS plays an integral role in 
the automation of key measures 
to make the state of  open source 
readily observable  using a CHAOSS 
tool called Augur2 (see Figure 1). 
 Gonzalez-Barahona et  al.3 took a 
slightly different approach by de-

scribing how people fitting several personas might use 
CHAOSS’s GrimoireLab tools for data analysis of open 
source software.3 Both of these articles are consistent 
with the approach that the CHAOSS project has taken in 
the past to provide tools and metrics to help gather data—
but stopping short of providing advice about how to 
take action on the data and make improvements within 
open source projects. However, over the past couple of 

aCHAOSS (Community Health Analytics for Open Source Software) is an open 
source project under The Linux Foundation https://chaoss.community/.
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years, providing advice has gradually 
started to change at the CHAOSS proj-
ect (see Figure 2).

The CHAOSS project has learned 
that not everyone has the experience 
or skills required to know how to in-
terpret metrics and use those learn-
ings to make improvements within an 
open source project and community. 
This is why the CHAOSS project began 
working on a series of MIT-licensed 
Practitioner Guides.b The goal of these 
guides and this article is to help prac-
titioners, who may not be experts in 
data analysis or open source, under-
stand how to interpret the data about 
an open source project and develop 
insights that can help to improve the 
health of that project. Open Source 
Program Offices, project leads, com-
munity managers, maintainers, and 
anyone who wants to better under-
stand project health and take action on 
what can be learned from metrics will 
benefit from this article and the CHA-
OSS practitioner guides.

Measuring project health is com-
plex with a complex array of aspects 
to consider.4 One of the best places 

bhttps://chaoss.community/about-chaoss-practitioner 
-guides/.

to start isn’t actually with the met-
rics but by spending some time un-
derstanding the overall goals for a 
project in questionc and talking to 
the people who participate in and 
maintain that project.5 One reason 
that the CHAOSS project has avoided 
providing specific advice in the past 
is because there is no one-size-fits-
all approach to using metrics to 
measure open source project health. 
Every open source project is a little 
different, and metrics should al-
ways be interpreted with the needs 
of that project and its context taken 
into account (Goggins et al.2). This is 
why it’s important to look at trends 
in the data over time and think 
about whether other factors might 
be influencing those trends (for ex-
ample, conferences, release timing, 
and vacation season). However, it is  
still possible to provide advice about 
certain topics that are common 
across open source projects, like 

chttps://chaoss.community/practitioner-guide 
-introduction/.

contributor sustainability, respon-
siveness, organizational participa-
tion, and security.

CONTRIBUTOR 
SUSTAINABILITY
Many open source projects struggle to 
find enough people to sustain them.6 
If there are too few contributors and 
maintainers to sustain a project, the 
risk that the project will fail increases,7 
which creates a variety of challenges 
for the users and other projects that 
depend on that project. With respect 
to open source project sustainability, 
the relationship between contribu-
tors and maintainers is important to 
understand, and the Contributor Sus-
tainability Practitioner Guided helps in 
this regard. For  example, bringing 
on new contributors increases the 
maintainer load because those main-
tainers will need to provide feed-
back on and merge contributions from 

dhttps://chaoss.community/practitioner-guide 
- contributor-sustainability/.
ehttps://github.com/chaoss/augur.

FROM THE EDITOR

Welcome back to the “Open 
Source” column! This month, 
Dawn Foster takes a look at open 
source community metrics. Any-
one interested in setting up their 
open source project for commu-
nity collaboration rather than 
commercial exploitation is well 
advised to dig into the metrics 
that work by Dawn and her col-
leagues at the CHAOSS project 
unearthed. Happy collaborating, 
everyone, and be healthy and 
happy!—Dirk Riehle

FIGURE 1. OSSF Scorecard security assessment and general information for a repository. 
OSSF: Open Source Security Foundation. (Source: Image generated using Augur.e) 
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those new contributions. Promoting 
existing established contributors into 
maintainer roles to handle that in-
creased load is key because projects 
require enough maintainers to handle 

incoming requests.8 By focusing on 
recruiting and retaining contributors 
and subsequently promoting those 
contributors to maintainers, proj-
ects can help proactively prevent sus-
tainability crises later. In this regard, 
there are several CHAOSS metrics that 
can help to understand the contribu-
tor, and related maintainer, sustain-
ability of a project. 

By starting with the Contributor 
Absence Factor metric, the risk to 
the project if one or more key contri-
butors/maintainers decide to leave  
can be assessed while also better 
understanding which people are 
making the most contributions. The 
Contributors metric looks broadly at 
who contributes to a project to help 
understand how many contributors 
are active along with how many have 
increasing or decreasing activity over 
time. Because there are so many ways 

to contribute to an open source proj-
ect, the Types of Contributions metric 
can help build a more holistic under-
standing of where and how people 
are contributing.

If it has been determined, via these 
metrics, that a project would benefit 
from improvements to contributor 
sustainability, there are a number 
of actions that can be taken. A good 
place to start is by looking for ways 
to reduce maintainer load through 
better contribution documentation. 
Projects may also benefit from taking 
a phased approach to recruiting new 
maintainers and reducing the scope 
that they will be responsible for (for 
example, a subproject or a portion of 
the codebase) and creating reviewer 
roles to help people build the skills 
they need as a maintainer while still 
allowing someone more experienced 
to oversee contributions before merg-
ing them. Maintainers can also use 
mentoring9 and/or shadowing to 
more quickly teach people how to 
engage in maintainer work and help 
them learn to perform tasks that 

they’ll need to do to become a main-
tainer. One reason to look at the Types 
of Contributions metric is that it can 
help to identify opportunities to pro-
mote people into maintainer roles 
to be responsible for activities that 
take up time from maintainers but 
that might be more effectively done 
by someone with more specialized 
expertise (for example, community 
management, marketing, and tech-
nical writing). Finally, having a writ-
ten succession plan can also provide 
better sustainability if something 
happens to one or more of the exist-
ing maintainers.

RESPONSIVENESS
Responsiveness metricsf are an im-
portant part of assessing project 
health8 since responsiveness is one 
of the most important factors in at-
tracting newcomers10 and retaining 
existing contributors to a project. 
New and existing contributors can  
become discouraged when they don’t 
receive a timely and appropriate re-
sponse to their contribution but can 
be encouraged when they get a quick 
and helpful resolution to their contri-
bution. When projects are responsive, 
it can make people want to contribute 
more or continue contributing. Timely, 
thoughtful, and kind responses to  
contributors indicate that their work 
is appreciated.

By looking at Time to First Re-
sponse, Time to Close, and Change 
Request Closure Ratio metrics to-
gether, a project can get a sense of 
whether contributors are getting a 
timely response and whether main-
tainers are keeping up with contri-
butions by closing change requests 
(for example, pull requests/merge re-
quests). For example, large numbers 
of open change requests can indicate 
that maintainers aren’t particularly 
attentive to the project.11 It can be 
tempting to put pressure on existing 
maintainers to respond more quickly, 

fhttps://chaoss.community/practitioner-guide 
-responsiveness/.

FIGURE 2. The CHAOSS community produces metrics, software, and guides to 
 improve project health and sustainability.

The CHAOSS project has learned that not everyone 
has the experience or skills required to know how 

to interpret metrics and use those learnings.

https://chaoss.community/practitioner-guide-responsiveness/
https://chaoss.community/practitioner-guide-responsiveness/
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but this rarely solves the long-term 
problem. It might result in short-term 
gains but can result in maintainer 
burnout if the underlying problems 
that are causing the lack of respon-
siveness are not resolved.

Like Contributor Sustainability, 
it can help to promote more contrib-
utors into maintainership roles so 
that more people can help respond, 
particularly into roles that free up 
time from code maintainers (for ex-
ample, communit y management 
and documentation maintenance). 
Projects can also set clear expecta-
tions about when someone can ex-
pect a response, including delayed 
responses  during  busy times or hol-
iday breaks. Using issue and pull 
request templates can further help 
people make better contributions 
the first time to reduce the reviewer  
load later.

ORGANIZATIONAL 
PARTICIPATION
Organizations can have a significant 
impact on the health and sustainabil-
ity of an open source project,g espe-
cially when they come together under 
foundations to collaborate with other 
organizations.12 On the one hand, 
organizations can help sustain open 
source projects by employing people 
to work on the open source projects 
that they use or by contributing other 
resources to those projects.6 However, 
if all or most of the contributions are 
from the employees at a single or-
ganization, what happens when that 
organization is no longer willing or 
able to continue contributing at that 
same level?

From a metrics standpoint, a good 
starting point is looking at the Ele-
phant Factor metric to determine 
how the work is distributed among 
multiple organizations along with 
the Organizational Diversity metric 
to look at which organizations are 
making contributions. Finally, it’s 

also important to think about Orga-
nizational Influence metrics to un-
derstand which organizations have 
employees in leadership or other  
decision-making positions.

If a need to improve organizational 
diversity has been identified, how to 
accomplish this depends on whether 
or not some of the contributors work 
for the dominant organization. If an 
organization is dominant, a good first 
step is to improve transparency and 
make sure that open source project 
work is being done in the open. It can 
also help to use professional connec-
tions to other organizations that are 
using the project and discuss ways 
for them to contribute. If another or-
ganization is dominant, make sure 
that contributions from others are 
welcome since, unfortunately, some 
organizationally dominated projects 
aren’t particularly welcoming to con-
tributions from outside of the leading 
organization. If contributions are wel-
come, other companies can dedicate 
time from employees to work within 
the project to provide more organiza-
tional diversity and act as a catalyst 
to show other organizations that their 
employees are welcome.

SECURITY
Open source software packages can 
be found in almost all software, so 
the securityh of open source projects 
can have wide-reaching implications 
for other projects, their users, and the 
broader software ecosystem. Security 
is only as strong as its weakest link, so 
the security of any software compo-
nent is only as good as the security of 
its dependencies.13

Security is a complex topic, but 
there are a few key metrics that can 
be used as a starting point. First, the 
OpenSSF Best Practices Badging crite-
ria create a good engineering founda-

tion that incorporates basic security 
practices. Second, using outdated de-
pendencies results in projects that are 
four times as likely to have security 
issues,14 so using the Libyears metric 
can help to understand if dependen-
cies are kept up to date. Third, the 
Release Frequency metric helps gauge 
whether security fixes and other up-
dates are incorporated in a release in a 
timely manner so that users can bene-
fit from those security updates.

To improve the security of an open 
source project, securing the code repos-
itory and creating a detailed security 
policy document, often in a SECURITY.
md file, is a solid place to start. Using 
automated tools (for example, Depend-
abot) can help keep dependencies as 
up to date as possible. On an ongoing  
basis, projects are likely to find or re-
ceive reports about security vulner-
abilities that will need to be fixed,  
so those security fixes should be 
clearly documented and released in a  
timely fashion.

Finally, using some of the OpenSSF 
tools and resources can help find areas 
within a project where security prac-
tices could be improved. The OpenSSF 
Scorecard (see Figure 1) can help iden-
tify areas to improve, and working 
through the OpenSSF Best Practices 
Badge criteria is a good way to con-
tinue to make security improvements 
for open source projects.

The CHAOSS Practitioner Guides 
provided the inspiration for 
this article because contributor 

ghttps://chaoss.community/practitioner-guide 
-organizational-participation/.

hhttps://chaoss.community/practitioner-guide 
-security/.

There are several CHAOSS metrics that can help to 
understand the contributor, and related maintainer, 

sustainability of a project.

https://chaoss.community/practitioner-guide-security/
https://chaoss.community/practitioner-guide-security/
https://chaoss.community/practitioner-guide-organizational-participation/
https://chaoss.community/practitioner-guide-organizational-participation/
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sustainability, responsiveness, orga-
nizational participation, and security 
are all key topics as open source proj-
ects work to improve sustainability. 
The guides are MIT licensed and can 
be used as-is, or they can be forked 
from the CHAOSS Data Science Work-
ing Group repositoryi and modified to 
meet other needs.

Building sustainable open source 
projects over the long term can be a 
challenge. Project leaders, maintain-
ers, and contributors are busy people 
who don’t always have the time to fo-
cus on growing a community along 
with maintaining their software. Us-
ing metrics is one way to help iden-
tify potential issues and areas where 
a project can be improved to make it 
more sustainable over the long term. 
Metrics are best used if they aren’t 
used once and never again. By moni-
toring the data over time, projects can 
understand trends that might indicate 
areas for improvement as well as see 
if those improvements are having the 
desired effect.

Being proactive about improv-
ing sustainability before it becomes 
a crisis can help make open source 
software more sustainable and reli-
able for everyone, but this requires 
work. The CHAOSS project is ad-
dressing these issues now with met-
rics, software, guides, and commu-
nity collaboration, but ongoing work 
is needed from all of us to maintain 
and build on these resources while 
also using these resources to make 
open source projects more sustain-
able over time. 
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