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SECTION TITLE

IIn March 2024, the software developer Andreas Freund 
found a potentially malicious backdoor in the Linux util-
ity “xz.” 1 The open source library provided functions for 
data compression and was part of the tool chain of the Li-

nux Secure Shell (SSH). Apparently, the backdoor had been 
built to compromise the network protocol SSH and gain ac-
cess to machines running it. Empirical evidence suggests 
that the breach could be the result of a targeted government 

operation. One or more developers 
seem to have infiltrated the xz proj-
ect and created the backdoor. Hacker 
groups performing such operations 
are called advanced persistent threats 
(APTs). One infamous example is the 
group APT28, also known as “Fancy 
Bear.” Allegedly, the Russian hacker 
collective is responsible for various 
assaults on journalists, companies, 
and government agencies.2

As the “xz backdoor” was not the 
first attack targeting open-source 
software (OSS), it has fueled an on-
going debate about whether gov-
ernments can trust open source. 
One influential essay on this issue 

was published in 1999 by Bruce Schneier.3 According to 
his article, “[p]ublic security is always more secure than 
proprietary security.” To this day, a lively debate has been 
raging whether this is true. Attacks such as the “xz back-
door” cast doubt on the hypothesis. This essay analyzes 
the question based on a model familiar to economists and 
military strategists: the prisoner’s dilemma.

COOPERATION VERSUS DEFECTION
Originally, the prisoner’s dilemma was formulated by Meril 
Flood and Marvin Dresher and later formalized by Albert 
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Tucker4 (p. 154). Today, it is one of the 
foundations of an academic field called 
game theory. This branch of mathematics 
analyzes problems in which two actors 
play a “game” and have the choice to either 
cooperate or “defect” against each other. 
Depending on their choice, the players re-
ceive a certain payoff after a game.

The prisoner’s dilemma is simple 
to explain: Let us imagine that there 
are two gangsters (A and B) who have 
committed a crime and are caught by 
the police. Yet the police have no sub-
stantial evidence against the suspects. 
Both gangsters are interrogated sep-
arately and have no knowledge of the 
other’s testimony. If both suspects re-
main silent, they will be imprisoned 
only for one year, due to the lack of ev-
idence. However, if one of them testi-
fies while the other remains silent, the 
traitor is released, while the betrayed 
is sentenced to 10 years in prison. Fi-
nally, if both gangsters testify, they are  
punished with five years each. Table 1 
illustrates the payoffs of the game. 
(Since the penalties are adverse for the 
gangsters, the payoffs are negative.)

Let us consider some examples based 
on Table 1. If player A stays silent while 
player B testifies, A is charged with 10 
years, while B is released (–10/0). In 
case that both A and B testify, they are 
imprisoned for five years (–5/–5). Each 
one is sentenced one year, if A and B 
both stay silent (–1/–1). In game the-
ory, the prisoner’s dilemma serves as 
a metaphor for scenarios in which two 
players can achieve a global optimum 
only if both cooperate. Precondition 
for this is mutual trust. Whenever a 
player cannot trust the other party, it is 
rational to defect. As otherwise, he/she 
faces the worst possible payoff.

NUCLEAR WARFARE  
AND OSS
Historically, the prisoner’s dilemma was 
used to analyze strategies of nuclear 
warfare4 (p. 155). Let us imagine two  

countries (A and B). Together they achieve 
a global optimum, when neither side pos-
sesses atomic bombs. In this case, both 
countries can live without the risk of be-
ing eliminated by the other’s nuclear 
weapons. However, following the pris-
oner’s dilemma, the worst outcome for 
one country is achieved, if its opponent 
owns atomic bombs exclusively. In 
this case, the nuclear power might be 
tempted to use it in the event of a con-
flict. This is what happened in World 
War II. Therefore, if two countries can-
not trust each other, it is rational for 
both to possess atomic bombs. Strate-
gies of nuclear deterrence build on this 
rationale. (Whether they are justifiable 
from a moral perspective is another 
discussion.) In game theory, the ap-
proach is referred to as a “dominant” 
strategy. It leads to the best possible 
outcome for one player, regardless of 
the opponent’s choice.

Core hypothesis of this article is 
that governments face a comparable 
situation with OSS security. Table  2 
shows a variant of the prisoner’s di-
lemma representing this problem.a To 
reflect the different scenario, the game 
is based on positive and negative pay-
offs. However, the exact numbers are 
not crucial, it is the principle that mat-
ters. Let us imagine two states (A and 
B). Both have the choice of either com-
promising open-source software or 
staying passive. Together, they achieve 
a global optimum when neither side 
tries to compromise OSS (+1/+1). In this 
case, each country can use open-source 
software securely and does not have to 
fear an attack by its counterpart. Yet 
this requires trust between the players.

FROM THE EDITOR

Welcome back to our column on open source! In this month’s instance, Christian 
Koch of BWI GmbH, a public IT services provider owned by the German Ministry 
of Defence takes a look at security and open-source software, a topic we 
have visited in the past and will revisit in the future. In other words: This topic 
is burning hot. The novelty of Christian’s article is to interpret open-source 
security from a government’s perspective using the well-known prisoner’s 
dilemma theory. For one, not just happy hacking, but happy strategizing as 
well!—Dirk Riehle

TABLE 1. Payoff matrix of the Prisoner’s Dilemma.

A/B B stays silent B testifies

A stays silent (–1/–1) (–10/0)

A testifies (0/–10) (–5/–5)

TABLE 2. Payoff matrix of the OSS dilemma.

A/B B remains passive B compromises OSS

A remains passive (+1/+1) (–1/+1)

A compromises OSS (+1/–1) (0/0)

aTo be precise, the formally most suitable model would 
be an iterated n-prisoner’s dilemma. This article uses 
the basic variant for the sake of simplicity. Focus of 
the essay lies on the principle, not the details.
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As with the prisoner’s dilemma, 
the worst situation for a country in the 
game is achieved if it remains passive 
while the opponent compromises OSS. 
In the event of a conflict, the defect-
ing state can use the backdoors for an 
attack on the other side. In absence of 
mutual trust, it is therefore rational for 
both states in the game to compromise 
open source projects. This way, they 
achieve a balance of power reflected 
in equal payoffs (0/0). When only one 
country compromises OSS, it gains 
superiority over its counterpart. In Ta-
ble 2, this situation is expressed by op-
posing positive and negative payoffs.

There is a difference between the 
game outlined in Table 2 and a so-
called free-rider problem. Free-rider 
problems represent scenarios where 
one player benefits from the work of 
others without contributing. We can 
model such a game also as a variant 
of the prisoner’s dilemma (or n-pris-
oner’s dilemma) with strictly positive 
payoffs.5 If a free rider defects, the be-
trayed players gain less, but still win. 
Merely they are denied the opportu-
nity of achieving higher payoffs. In 
comparison, if one country compro-
mises OSS with the aim of an attack, 
the targeted state may find itself in a 
worse position than before. In other 
words, players risk a win–lose situa-
tion in the game specified in Table 2. In 
absence of trust, defection is a rational 
choice. An alternative to defection is 
to try to change the game by reducing 
its negative payoffs (represented by –1). 
Attacking countries then could still 
create a relative advantage, albeit with 
limited destructive impact. How to re-
alize such a protective game change is 
discussed next.

ZERO-TRUST SECURITY
Following the logic of the prisoner’s 
dilemma, the answer to the question 
of whether governments should trust 
open-source software is no. At least not 
if they cannot trust each other. Vul-
nerabilities such as the “xz backdoor” 
and APTs like Fancy Bear speak a clear 
language. But if governments cannot 

trust open-source software, should 
they replace it with closed-source al-
ternatives? Following the idea of this 
essay, the answer is no again. Just as 
we can use the prisoner’s dilemma to 
analyze OSS security, we can do the 
same for closed-source software (CSS). 
While CSS may provide higher hurdles 
for infiltrators, OSS offers more trans-
parency. Vulnerabilities like the “xz 
backdoor” have been found precisely 
because their source code was open.

In a contested environment with 
APTs operating, governments should 
neither trust OSS nor CSS. Clearly, there 
are breaches in open-source software. 
But the same is true for closed-source 
products. One example for the latter is 
the Stuxnet computer worm, used to 
attack Iranian nuclear facilities via the 
Siemens S7 software running on Win-
dows.6 By destroying industrial de-
vices, the malware showed that damage 
caused by cyberattacks is not limited to 
information systems. One related ex-
ample is the EternalBlue vulnerability, 
allegedly exploited by the U.S. National 
Security Agency (NSA). According to 
Wicker, the agency “had lost control of 
the assets it had developed to take ad-
vantage of the vulnerability” and the 
exploit was used by an APT to imple-
ment the WannaCry ransomware.7 In 
such a hostile playing field, zero trust is 
the only sustainable strategy.

In the context of information secu-
rity, zero-trust models assume that at-
tackers are present in every environment 
and that internal environments are no 
different—or more trustworthy—than 
external environments.8 When imple-
menting a zero-trust approach, govern-
ment agencies must not grant implicit 
trust and continuously analyze risks 
to their assets. In response, protective 
measures are taken to mitigate the 
identified risks. Examples of protective 
measures are minimizing access to re-
sources and the continuous authen-
tication and authorization of users. 
Following the philosophy of zero trust, 
the question of whether open source is 
more or less secure than closed source 
misses the point. For APTs, it is equally 

rational to compromise OSS and CSS. 
Governments should trust neither one.

In an insecure world, zero-trust secu-
rity models are a rational choice for 
both government agencies and busi-

nesses. Establishing an effective cyber 
defense helps to mitigate the vicious cir-
cle of the prisoner’s dilemma. By im-
proving defenses, government entities 
can limit the potential damage caused 
by attackers and reduce the game’s neg-
ative payoffs. When it comes to risk, 
diversification is a powerful measure 
to improve protection and to change 
the game. Instead of putting all eggs 
in one basket, it is preferable for gov-
ernment agencies to combine differ-
ent software products from multiple 
vendors. Whether these are open or 
closed source is not the key question 
from a security perspective.

When implementing a zero-trust 
approach, government entities should 
combine redundant and independent 
security measures. In military strat-
egy, this principle is called defense in 
depth. When the first line of defense 
is breached, a second line takes effect, 
then a third, and so on. Transferring 
this pattern to information systems 
builds on the hope that not every soft-
ware is compromised—at least not by 
the same APT.b Compared to other 
dimensions of warfare, models such 
as zero trust offer an advantage in the 
cyber domain: They allow for strategies 
of a nonoffensive defense. That means 
that governments can protect their in-
formation architecture without threat-
ening or actively harming other states. 
In areas like nuclear warfare, this goal 
is much harder to accomplish.

However, limiting the potential 
damage from adversaries does not 
necessarily stop them from gaining a rel-
ative superiority in the game. To achieve 
that, it is sufficient for them to realize 

bImagine a system protected by five security layers, 
and each of them is breached with a probability of 
20%. Assuming independence, the likelihood of 
all five layers being compromised shrinks to 0.03% 
(0.25*100).
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higher profits than their opponents. 
Whether governments should respond 
to this with offensive cyber operations is a 
question of morality and not the subject 
of this essay. The key lesson from this ar-
ticle is that zero trust must be the guiding 
principle of every cybersecurity strategy. 
In a contested environment where the 
prisoner’s dilemma prevails, it is an im-
perative toward resilience. 
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