
A fter a snap decision and 100 miles of driving 
to attend DEFCON, the annual hackers confer-
ence, I found my mind wandering along with 
 my car dangerously close to the road’s edge. A 

sudden thunder shook my steering column and snapped 
me to attention. I corrected my lane position and contin-
ued onward to Las Vegas.

We take for granted road safety features, but some-
where a researcher5,6,21 with a century of roadway safety 
data produced a regression model recommending a “rum-
ble strip” and I stayed on the road. A car crash is a private 
tragedy, but it also provides public “training data” inform-
ing safety practices. Mature industries like transporta-
tion, medicine, public safety, and others all have cultures 
that share data about safety, a cultural foundation not 
currently shared in the deployment of intelligent systems.

The absence of a functioning safety culture was in clear 
evidence at DEFCON, with a White House-endorsed20 

large language model (LLM) capture- 
the-flag. Thousands of hackers fil-
tered through a room at DEFCON’s 
Artificial Intelligence (AI) Village 
to test LLMs from OpenAI, Google, 
Anthropic, Nvidia, and others. The 
event produced thousands of in-

stances where LLMs failed to metaphorically “stay on the 
road.” During my 50-min session at DEFCON (Figure 1),  
I produced misinformation, exploits, and otherwise 
harmful content every 2 min for the entirety of my 50-min 
session. Each instance I contributed could help define the 
contours of LLM safety. However, the terms with which my 
data might benefit the public, or not, is a matter of conten-
tion among event organizers, community partners, and 
the tech companies whose models were being attacked.

Why is it not an easy call to share LLM datasets for 
safety purposes? The problem is that “safety data” can also 
be used as model training data, which is typically tightly 
controlled by tech companies for internal product use. Ex-
tending a culture that sometimes likens data to “the new 
oil”22 has produced a closed safety culture at great social 
cost, including potentially rendering LLMs inappropri-
ate for public deployment. LLM incidents already range 
from defamation9,15 to copyright infringement3,8,11,17 to 
suicidal ideation.14 Such incidents only have solutions 
through the development of a shared open source safety 
culture centered on data.
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In the following article, I will lay 
out the depths of the cultural mis-
take of treating safety as proprietary. 
I make the moral and commercial 
case for establishing safety data as a 
foundational element of safer digital 
systems and show that without devel-
oping a commercial practice wherein 
organizations share safety data, it  
is impossible to ship safe products. 
Finally, I outline a few mechanisms for 
sharing inspired by the open source 

movement for creating a safer digi-
tal ecosystem.

DIGITAL SAFETY DATA
Let’s begin by example. In March, Eu-
gene Volokh asked ChatGPT: “What 
scandals have involved law professors? 
Please cite and quote newspaper arti-
cles.” Among the statements produced 
by the LLM was that Prof. xxxxxxx  
(a real law professor) had sexually ha-
rassed a student. (Whether or not to 

include the real name of the law profes-
sor in this document was the subject of 
debate within my institute. The real 
name can be found in the reference.15) 
This is a false statement the LLM sup-
ported by citing nonexistent newspa-
per articles. Regardless, this is a dam-
aging statement for Prof. xxxxxxx and 
one he should seek to remedy. Let’s 
take a look at Prof. xxxxxxx’s options 
for stopping the LLM rumor mill.

LLMs are trained on large corpora 
of text from public sources (e.g., online 
forums) and private commercial data-
sets. If in those datasets Prof. xxxxxxx 
is mentioned in the context of sexual 
harassment litigation as an expert in 
the field, then it increases the likeli-
hood of his being generated in LLM 
outputs on anything related to the 
topic of sexual harassment. Presum-
ing the paragraph you are reading now 
is eventually incorporated into LLM 
datasets, the proximity of the words 
in this article between “xxxxxxx” and 
sexual harassment further increases 
the likelihood of libelous output re-
garding Prof. xxxxxxx. Inevitably, 
multiple models trained on this and 
earlier articles containing sexual ha-
rassment and various names will have 
a propensity to libel. The article you 
are now reading perpetuates defama-
tion of Prof. xxxxxxx!

What remedy does Prof. xxxxxxx 
possess to stop the defamation? At 
present, he can’t do anything except 
test every new LLM released and ask 
the associated company to fix the prob-
lem. A better fix is through open safety 
data, as shown in Figure 2, something 
that exists for our roadways but not 
our digital systems.

We are now at a critical juncture in 
how we regard safety data. Ever since 
Bill Gates’s famous letter to hobbyists4 
drew a line in the sand to define the 
software industry as in opposition to 
the open source movement, conflict 
over what constitutes proprietary ver-
sus public good have pitted the com-
mercial sector against people wanting 
the freedom to run, copy, distribute, 
study, change, and improve software. 

FROM THE EDITOR

Open source has inspired a revolution: Not just in software, but also in 
content (wikis and Wikipedia), also in data, then open data. This month’s 
article in the “Open Source” column makes the argument that for some 
categories of data, an open license is not just nice to have, but should be 
mandatory. Sean McGregor of UL Research Institutes illustrates and ar-
gues that safety data are one such category. As always, stay healthy and  
happy!—Dirk Riehle

FIGURE 1. A picture of the competition Chromebook at the end of my capture-the-flag 
session at DEFCON. Each submission I made to the scoring server went to mysteri-
ous human annotators supplied by the commercial data annotation company Scale 
AI. The scoreboard jumped around throughout the conference as submissions were 
scored in different submission categories. I am told my name appeared at the top of 
the leaderboard up until people had an opportunity to share notes and make repeated 
submissions. Studying failures of intelligent systems is an advantage when called upon 
to break them.
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Two years ago, a similar crisis over how 
to treat internal AI “incidents” was 
decided in private. Forward-looking 
people in AI ethics and policy wanted 
to share data with the AI Incident Da-
tabase12 for public indexing, but the 
dual problems of user privacy and 
commercial interest compelled hold-
ing incident data internally. As a re-
sult, when Prof. xxxxxxx finds an LLM 
that defames him, there is no effective 
means of stopping that defamation 
from repeating across the industry. To 
quote the Santayana aphorism, “those 
who cannot remember the past are 
condemned to repeat it,”19 and without 
safety data, there is no history.

Bringing it back to the open source 
movement, “given enough eyeballs, all 
bugs are shallow”18 is a maxim imply-
ing communities that take collective 
ownership of software will produce 
higher quality and more robust code. 
For machine learning systems, the 
bugs are the code when they are used 
as training data. Therefore, a corol-
lary for data-centered systems may 
be, “given enough data from the field, 
safety is assured.” More formally:

 › Definition 1 (safety data): Contextu-
alized system input/output combi-
nations required to safely produce 
or deploy a digital system.

Elevation of safety data to a pub-
lic good is necessary from three dif-
ferent perspectives I will present  
as imperatives.

THE THREE IMPERATIVES
The first imperative to safety data 
is the moral imperative, which holds 
that it is immoral to forego sharing of 
safety data. Consider OpenAI’s release 
of ChatGPT, which is simultaneously 
a marketing operation for its prod-
ucts and a data-collection operation 
where all user inputs into the app are 
collected and some inputs/outputs 
are annotated to improve the system. 
Through time, OpenAI will come to 
solve incidents involving ChatGPT. 
What about OpenAI’s competitors that 

don’t have the data? Just as an airline 
cannot now fly passengers on Boeing 
247 airplanes first produced in 1933, 
fielding an LLM not benefiting from 
OpenAI’s safety data might rightfully 
be viewed as unsafe and inappropri-
ate. It will become irresponsible to 
ship a new LLM without an accumula-
tion of safety data. Effectively, OpenAI 
can develop a monopoly on safety. This 
is great for OpenAI but it is terrible for 
society. In other areas of safety, we 
don’t allow safety monopolies.

Consider the series of events that 
take place when a Boeing plane crashes. 

Immediately, investigators from Boe-
ing and the countries of design, man-
ufacture, aircraft registration, airline 
base, and accident site begin investi-
gating the accident.16 Upon discover-
ing the factors involved in the crash, a 
report is issued that is carefully stud-
ied by Boeing to improve designs, as 
well as transportation authorities de-
veloping qualifications and processes. 
Even Boeing’s greatest competitor, Air-
bus, is expected to learn from Boeing 
accidents. All competitors in the mar-
ket have a duty to cooperate on safety 
and compete on other attributes, such 

FIGURE 2. LLMs whose training data are derived from public sources (e.g., Reddit, 
Stack Overflow, etc.) can have common data that tend to produce defamatory  
statements, malware, and personally identifiable information (PII). When an LLM 
produces harmful outputs, it is likely that similar outputs will be produced by all models 
of shared underlying training data. However, where training data may be shared among 
models, incident data are currently proprietary and confidential. Consequently, there 
is no efficient means of ensuring the fictitiously named Prof. Trelawney will not be 
exposed, defamed, and attacked with each new LLM released. When the Allen Institute 
for AI releases its Open Language Model2 in 2024, it is likely that it will produce the 
same failures as produced by OpenAI, Bard, and Meta.

Common Training Data 

Fixed Under Closed Safety Data 

Fixed Under Open Safety Data 
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as fuel efficiency. Failing to share in-
sights with competitors for how to save 
lives is a moral failing and not possible 
in modern aviation.

Business cooperation takes us to the 
second imperative for sharing safety 
data: the business imperative. Trust in a 
product is as much related to trust in 
a product category as it is in the com-
pany behind a product. Every time a 

firefighter smashes the front window 
of a Cruise autonomous vehicle to stop 
it from running over a fire hose,1 some 
of the cost is borne by Waymo, Zoox, 
Tesla, General Motors, and others. The 
public may decide self-driving is too 
dangerous for the roadways. One bad 
apple spoils the bunch and it is incum-
bent on industry to find ways to share 
safety data with one another to ensure 
people increasingly demand, rather 
than fear, a product category.

Finally, the engineering imperative 
holds that engineers cannot produce 
safe systems without the safety data 
prepared by competing teams. This par-
ticular imperative may be limited to those 
systems operating on high-dimensional 
inputs/outputs since lower-dimensional 
systems are more amenable to formal 
methods and certification. However, 
in high-dimensional systems the chal-
lenge is profound. It is not possible to 
examine all possible system and world 
states and so continuously improving 
the safety factor of a system requires it-
eration from real-world data.

MECHANISMS FOR 
FOSTERING OPEN  
DIGITAL SAFETY
Open source software now underlies 
billions of products through the collab-
orative work of passionate hackers and 

self-interested corporations. Three 
models inspired by the history of open 
source may encourage cooperation  
to produce a safer and more prosper-
ous industry.

First, industry cooperatives are ex-
ploring how to share data and insights 
for improving products. Among them, 
ML Commons began as an industry 
benchmark organization and is now a 

business league (i.e., a U.S. 501c6 orga-
nization, similar to many open source 
nonprofits) dedicated to “better machine 
learning for everyone.” They recently 
facilitated the federated evaluation of 
models on medical data that never left 
their host institutions.7,10 Such techno-
logically enabled cooperatives can join 
together to solve the free-rider problem 
by ensuring that only those companies 
contributing data to the shared pool 
gain access to its insights.

Second, for decades state, national, 
and intergovernmental organizations 
have advanced mandatory report-
ing and recall requirements for se-
lect industries. Policy makers may 
consider a data-centric agenda as  
the digital equivalent to physical sys-
tem governance.13

Finally, in the absence of either busi-
ness or policy movement to bring about 
greater safety data sharing, third par-
ties may begin collecting safety data 
directly from consumers. Such is the 
intention behind emerging changes to 
the AI Incident Database. Increasingly, 
it will be possible to report safety inci-
dents for public purposes.

A s an engineering community, 
it is necessary for us to oper-
ationa l ly solve t he safet y 

data problem and foster a culture 
of safety collaboration rather than 
unsafe secrecy. Other wise, policy 
makers will rightfully prohibit what  
could otherwise be socially benefi-
cial technologies.

At present, the commercial AI in-
dustry is developing proprietary dig-
ital safety datasets. It is in the collec-
tive interest of society and commerce 
that safety data be shared cross-sector 
or else ensure that no products with-
out such sharing be shipped to market. 
It is not possible to ship systems safely 
without such an effort.

At the Digital Safety Research In-
stitute, we are advancing the data col-
lection capacities of the AI Incident 
Database to enable data collection in 
the public interest. We hope to show 
through example what can be done 
in industry to work collaboratively 
toward the positive-sum outcomes of 
digital safety. 
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